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Abstract—Graph covers and the Bethe free energy have been useful theoretical tools for producing lower bounds on a variety of counting problems in graphical models, including the permanent and the ferromagnetic Ising model. Here, we propose a new conjecture that the Bethe free energy yields a lower bound on the weighted homomorphism counting problem over bipartite graphs. We show that this conjecture strengthens existing conjectures, and we prove the conjecture in several special cases using a novel reformulation of the graph cover characterization of the Bethe free energy.

I. INTRODUCTION

A homomorphism from a graph $G = (V_G, E_G)$ to a graph $H = (V_H, E_H)$ is a function $h : V_G \to V_H$ such that for each edge $(i, j) \in E_G$, the pair $(h(i), h(j)) \in E_H$. We will be interested in counting the number of homomorphisms from $G$ to $H$, denoted $\text{hom}(G, H)$. Let $M^H$ be the adjacency matrix of $H$, we can express $\text{hom}(G, H)$ as follows.

$$\text{hom}(G, H) \triangleq \sum_{x \in V^H} \prod_{(i,j) \in E_G} M^H_{x_i, x_j}$$

Many interesting counting problems can be formulated as the problem of counting the number of homomorphisms from a graph $G$ into a specific graph $H$ [1]. For example, if $H$ is the complete graph on $n$ vertices, then $\text{hom}(G, H)$ counts the number of ways in which the vertices of $G$ can be colored with $n$ colors such that no two adjacent vertices receive the same color. If $H$ is allowed to have self-loops, then the problem of counting the number of independent sets in $G$ (subsets of the vertices of $G$ such that no two adjacent vertices are in the set) can be expressed as a homomorphism counting problem by choosing $H$ to be the complete graph on two nodes in which exactly one of the nodes has a self loop.

In this work, we examine the following conjectured lower bound on the number of homomorphisms from a bipartite graph into an arbitrary graph. This result was conjectured by Erdős, Simonovits, and Sidorenko and is commonly referred to as Sidorenko’s conjecture.

Conjecture I.1 (Sidorenko’s Conjecture [2], [3], and [4]). For any bipartite graph $G = (V_G, E_G)$ and any arbitrary graph $H = (V_H, E_H)$,

$$\text{hom}(G, H) \geq |V_H|^{|V_G|} \left(\frac{2|E_H|}{|V_H|^2}\right)^{|E_G|}.$$ 

The special cases in which $G$ is a path or an even cycle were initially proven by Sidorenko [5] and Simonovits [4], and subsequent work has expanded the classes of graphs, $G$, for which the result is known to be true for all $H$ to include cubes [5] and bipartite graphs with one vertex complete to the other side [6], [7]. The known results make use of a variety of information theoretic tools, and many of them can be reduced to standard information theoretic inequalities and clever repeated application of Jensen’s inequality [8], [9].

In this work, we conjecture a new lower bound on the weighted homomorphism counting problem and prove several special cases of this conjecture. For a bipartite graph $G = (A_G, B_G, E_G)$ and an arbitrary nonnegative matrix $M \in \mathbb{R}^{m \times m}$,

$$\text{hom}(G, M) \triangleq \sum_{x \in \{1, \ldots, m\}^{|V_G|}} \prod_{i \in A_G} \prod_{j \in B_G} M_{x_i, x_j}$$

The conjectured lower bound is related to the Bethe partition function of the corresponding graphical model. The Bethe partition function is known to yield a lower bound in a variety of settings [10]–[12], and we conjecture that the same is true for the weighted homomorphism counting problem for bipartite graphs $G$. In this work, We provide a new formulation of a graph cover characterization of Vontobel [13], propose a strengthening of Sidorenko’s conjecture using the Bethe partition function, and prove the new conjecture for trees, simple cycles, and complete bipartite graphs.

II. VARIATIONAL APPROXIMATIONS

The weighted homomorphism counting problem (I) can be reformulated as an optimization problem. To begin, we can view $\text{hom}(G, M)$ as the normalizing constant of a probability distribution over $[m]^{\lfloor |V_G|}$, where $[m] \triangleq \{1, \ldots, m\}$.

$$p(x_1, \ldots, x_{|V_G|}) = \frac{1}{\text{hom}(G, M)} \prod_{i \in A_G} \prod_{j \in B_G} M_{x_i, x_j}$$

This observation can be used to construct lower bounds on $\text{hom}(G, M)$ by considering the KL-divergence between some arbitrary probability distribution $p'$ over $[m]^{\lfloor |V_G|}$ and $p$. Recall that the KL-divergence between this pair of distributions is given by

$$d(p' || p) \triangleq \sum_{x \in [m]^{\lfloor |V_G|}} p'(x) \log \frac{p'(x)}{p(x)}.$$
\[
\begin{align*}
&= \log \text{hom}(G, M) + \sum_{x \in [m]^{V_G}} p'(x) \log p'(x) \\
&\quad - \sum_{i \in A_G} \sum_{j \in N(i)} \sum_{x \in [m]^{V_G}} p'(x) \log M_{xi, xj},
\end{align*}
\]

As the KL divergence is always nonnegative, this yields
\[
\log \text{hom}(G, M) \geq - \sum_{x \in [m]^{V_G}} p'(x) \log p'(x) + \sum_{i \in A_G} \sum_{j \in N(i)} \sum_{x \in [m]^{V_G}} p'_i(x_i, x_j) \log M_{x_i, x_j},
\]

where \(p'_i\) is the marginal distribution over variables \(x_i\) and \(x_j\). Equality is achieved when \(p'(x) = p(x)\) for all \(x\). Because of this, if \(\mathcal{P}\) denotes the space of all probability distributions over \([m]^{V_G}\), then \(\text{hom}(G, M)\) is the solution to the following optimization problem.

\[
\log \text{hom}(G, M) = \max_{p' \in \mathcal{P}} \left[ - \sum_{x \in [1, \ldots, m]^{V_G}} p'(x) \log p'(x) + \sum_{i \in A_G} \sum_{j \in N(i)} \sum_{x \in [m]^{V_G}} p'_i(x_i, x_j) \log M_{x_i, x_j} \right]
\]

**A. The Bethe Partition Function**

The above optimization problem is computationally intractable. As a result, approximations are often used in practice. One such approximation, known as the Bethe free energy approximation [14], simplifies the optimization problem in two ways. First, it replaces the optimization over \(\mathcal{P}\) with an optimization over only local marginal distributions. Second, it approximates the entropy term with the entropy of a tree-structured distribution. Specifically, the local marginal polytope, \(\mathcal{T}\), consists of vectors of probability distributions. There is exactly one entry in the vector \(\tau\) entry for each \(i \in V_G\) and each edge \((i, j) \in E_G\). The marginals in any given vector should agree on single variable overlaps. More formally,

\[
\mathcal{T} \triangleq \{ \tau \geq 0 \mid \forall(i, j) \in E_G, x_i \in [m], \sum_{x_j} \tau_{ij}(x_i, x_j) = \tau_i(x_i) \}
\]

and \(\forall i \in V_G, \sum_{x_i} \tau_i(x_i) = 1\} \}

The negative Bethe free energy approximation for the special case of (2) is given by

\[
F_B(G, \tau; M) \triangleq U_G(\tau; M) + \hat{H}_G(\tau)
\]

where \(U\) is the energy,

\[
U_G(\tau; M) \triangleq \sum_{i \in A_G} \sum_{j \in N(i)} \sum_{x_i, x_j \in [m]} \tau_{ij}(x_i, x_j) \log M_{x_i, x_j},
\]

and \(\hat{H}\) is an entropy approximation,

\[
\hat{H}_G(\tau) \triangleq - \sum_{i \in V_G} \sum_{x_i \in [m]} \tau_i(x_i) \log \tau_i(x_i)
\]

\[
- \sum_{i \in A_G} \sum_{j \in N(i)} \sum_{x_i, x_j \in [m]} \tau_{ij}(x_i, x_j) \log \frac{\tau_{ij}(x_i, x_j)}{\tau_i(x_i) \tau_j(x_j)}.
\]

**Fig. 1.** An example of a graph cover. The nodes in the cover are labeled for the node that they copy in the base graph.

The Bethe partition function for the weighted homomorphism problem is then expressed in terms of the maximum value achieved by this approximation over \(\mathcal{T}\).

\[
\log \text{hom}_B(G, M) \triangleq \max_{\tau \in \mathcal{T}} F_B(G, \tau; M)
\]

The Bethe approximation is exact, i.e., \(\text{hom}_B(G, M) = \text{hom}(G, M)\), whenever \(G\) is a tree [14]. However, for general graphs, the behavior of this approximation is less well-understood.

**B. Graph Covers**

Quite a bit of effort has been expended in order to better understand when the Bethe partition function yields an upper or a lower bound on the corresponding counting problem. In this regard, one of the most useful theoretical tools has been a combinatorial characterization of the Bethe partition function due to Vontobel [13] that expresses the optimization problem (3) as a limit of exact counting problems on graph covers (sometimes called lifts of graphs). Roughly speaking, if a graph \(G'\) covers a graph \(G\), then \(G'\) looks locally the same as \(G\).

**Definition II.1.** A graph \(G'\) covers a graph \(G = (V, E)\) if there exists a graph homomorphism \(h : G' \rightarrow G\) such that for all vertices \(i \in G\) and all \(j \in h^{-1}(i)\), \(h\) maps the neighborhood \(\partial j\) of \(j\) in \(G'\) bijectively to the neighborhood \(\partial i\) of \(i\) in \(G\).

If \(h(j) = i\), then we say that \(j \in G'\) is a copy of \(i \in G\). Further, \(G'\) is said to be a \(k\)-cover of \(G\) if every vertex of \(G\) has exactly \(k\) copies in \(G'\). We will denote the \(k\) copies of \(i \in V_G\) as \(i_1, \ldots, i_k \in V_{G'}\). An example 2-cover is pictured in Figure 1.

A somewhat surprising result is that the Bethe free energy optimization problem (3) has an equivalent formulation as a limit of exact counting problems on covers of \(G\). For the special case of the weighted homomorphism counting problem, we have the following result.

**Theorem II.2 (Special Case of Vontobel [13]).** For every graph \(G\) and every matrix \(M \in \mathbb{R}_{\geq 0}^{m \times m}\),

\[
\text{hom}_B(G, M) = \limsup_{k \to \infty} \sqrt[k]{\sum_{G' \in \mathcal{C}_k(G)} \frac{\text{hom}(G', M)}{(k!)^{|E_{G'}|}}} \]

where \(\mathcal{C}_k(G)\) is the set of all \(k\)-covers of \(G\). Note that \(|\mathcal{C}_k(G)| = k! E(G)\).
Theorem II.2 translates questions about \( \text{hom}_B(G, M) \) into questions about \( \text{hom}(G', M) \) for some cover \( G' \) of \( G \) and expresses the optimization problem (3) as a limit of combinatorial objects.

III. A Stronger Conjecture

We begin by showing that the \( \text{hom}_B \) always yields an upper bound on the posited lower bound in Sidorenko’s conjecture.

**Theorem III.1.** For any bipartite graph \( G \) and arbitrary graph \( H \) with adjacency matrix \( M^H \),

\[
\text{hom}_B(G, M^H) \geq |V_H| |V_G| \left( \frac{2|E_H|}{|V_H|^2} \right)^{|E_G|}.
\]

**Proof.** We will assume that \( G \) is connected with no isolated vertices. If not, a similar argument can be made for each connected component. After which the results for each component can be combined using the observation that \( \text{hom}_B(G, H) = \text{hom}_B(G_1, H) \cdot \text{hom}_B(G_2, H) \) whenever \( G \) is the disjoint union of \( G_1 \) and \( G_2 \).

\[
\begin{aligned}
\log \text{hom}_B(G, M^H) &= \sup_{\tau \in \mathcal{T}} \left[ \sum_{i \in A_G} \sum_{j \in N(i)} \tau_{ij}(x_i, x_j) \log M_{x_i,x_j}^H 
- \sum_{i \in V_G} \tau_i(x_i) \log \tau_i(x_i) 
- \sum_{i \in A_G} \sum_{j \in N(i)} \sum_{x_i,x_j} \tau_{ij}(x_i, x_j) \log \frac{\tau_{ij}(x_i, x_j)}{\tau_i(x_i) \tau_j(x_j)} \right]
\end{aligned}
\]

For all \((i, j) \in E_G\), let \( \tau_{ij}^H(x_i, x_j) \triangleq \frac{M_{x_i,x_j}^H}{2|E_H|} \), and for all \( i \in V_G \), let \( \tau_{i}^H(x_i) \triangleq \frac{\deg_G(x_i)}{2|E_H|} \) for all \( x_i \). As \( \tau^H \) is in the local marginal polytope (i.e., it represents local probability distributions that satisfy the marginalization conditions), we have that

\[
\begin{aligned}
\log \text{hom}_B(G, M^H) &\geq - \sum_{i \in V_G} \tau_{i}^H(x_i) \log \tau_{i}^H(x_i)
- \sum_{i \in A_G} \sum_{j \in N(i)} \sum_{x_i,x_j} \tau_{ij}^H(x_i, x_j) \log \frac{\tau_{ij}^H(x_i, x_j)}{\tau_i^H(x_i) \tau_j^H(x_j)} \\
&= \sum_{i \in V_G} \left( (\deg_G(i) - 1) \log \frac{\deg_G(i)}{2|E_H|} \right)
- \sum_{i \in A_G} \sum_{j \in N(i)} \sum_{x_i,x_j} \frac{M_{x_i,x_j}^H}{2|E_H|} \log \frac{M_{x_i,x_j}^H}{2|E_H|} \\
&\geq \left( |V_G| - 2|E_G| \right) \log |V_H| + |E_G| \log 2|E_H| \\
&= (|V_G| - 2|E_G|) \log |V_H| + |E_G| \log 2|E_H|
\end{aligned}
\]

as desired. Note that the last inequality follows from the observation that the entropy is maximized by the uniform distribution. Hence, the negative entropy is minimized there. \( \square \)

While there exist situations in which equality is achieved, \( \text{hom}_B(G) \) can be significantly larger than the lower bound given by Sidorenko’s conjecture. For example, \( \text{hom}(K_{3,3}, C_4) = 164 \). The lower bound given by Sidorenko’s conjecture for these graphs is 8 while \( \text{hom}_B(K_{3,3}, C_4) = 64 \). In the remainder of this work, we aim to provide support for a new conjecture from which Sidorenko’s conjecture would follow.

**Conjecture III.2.** For any bipartite graph \( G \) and every \( M \in \mathbb{R}^{m \times m}_{\geq 0} \), \( \text{hom}(G, M) \geq \text{hom}_B(G, M) \).

Note that the conjecture is easily seen to be false if we remove the bipartite requirement on the graph \( G \). That is, in general, the Bethe approximation need not yield a lower bound on the desired counting problem. Also note that, in the special case that the weight matrix \( M \) is positive semidefinite, we can extend the conjecture to general graphs by letting \( M = L^T L \) and observing that \( \text{hom}(G, M) = \text{hom}(G', L) \), where \( G' \) is the bipartite graph obtained from \( G \) by subdividing each edge of \( G \) with a single vertex.

**Conjecture III.3.** For any graph \( G \) and every positive semidefinite matrix \( M \in \mathbb{R}^{m \times m}_{\geq 0} \), \( \text{hom}(G, M) \geq \text{hom}_B(G, M) \).

A variety of recent work has shown that the Bethe partition function yields lower bounds for a number of counting problems including matrix permanents \([9]\), the ferromagnetic Ising model with arbitrary external field \([10]\), the ferromagnetic Potts model with uniform external field \([11]\), weight enumerators of linear codes \([11]\), the weighted homomorphism counting problem when \( \text{rank}(M) \leq 2 \) \([11]\), etc.

IV. Special Cases of the Conjecture

Before proving several special cases of the conjecture, we show that Theorem II.2 can be converted from a counting problem over graph covers to a new counting problem over the original graph. Every \( k \)-cover, \( G' \), of a bipartite graph \( G = (A_G, B_G, E_G) \) can be obtained in the following way. For each edge \( i \in A_G \) and \( j \in N_G(i) \), select a permutation \( \sigma_{ij} \in S_k \), the group of all permutations on \( k \) elements. \( V_{G'} \) consists of \( k \) copies of each vertex \( i \in V_G \) (recall that we will denote them as \( i_1, \ldots, i_k \)). For \((i, j) \in E_G \) add the edge \((i_a, j_{\sigma_{ij}(a)})\) to \( G' \) for each \( a \in \{1, \ldots, k\} \). With this notation, observe that

\[
\begin{aligned}
\text{hom}(G', M) &= \sum_{x \in [m]^{|V_{G'}|}} \prod_{i \in A_G} \prod_{j \in N_G(i)} \prod_{a=1}^k \frac{M_{x_1,x_2}}{2|E_H|} \\
&= \sum_{x \in [m]^{|V_{G'}|}} \prod_{i \in A_G} \prod_{j \in N_G(i)} \prod_{a=1}^k \frac{M_{x_{\sigma_{ij}(a)}x_j}}{2|E_H|}.
\end{aligned}
\]

The average number of weighted homomorphisms from a \( k \)-cover of \( G \) to \( M \) is then given by the sum over all possible \( \sigma_{ij} \in S_k \) for each \((i, j) \in E_G \).

\[
\sum_{G' \in C_k(G)} \frac{\text{hom}(G', M)}{(k!)^{|E|}}
\]
Let \( \phi : [m]^k \to [m]^k \) be the bijection that sends an element of \([m]^k\) to its position in lexicographical order among all vectors in \([m]^k\). For each \( I, J \in \{1, \ldots, m\}^k \), we can define a matrix
\[
R_k(M)_{\phi(I), \phi(J)} = \frac{1}{k!} \sum_{\sigma \in S_k} \prod_{a=1}^{k} M_{I_{a},J_{\sigma(a)}}.
\]
This reduces the counting problem over all \( k \)-covers to a counting problem over the original graph \( G \) into \( R_k(M) \).

The matrix \( R_k(M) \) can be equivalently expressed as the product of a matrix depending only on \( M \) and a symmetrizing matrix that we will denote \( T^{m,k} \). To see this, let \( D \in \mathbb{R}^{m \times m} \) be the identity matrix and define \( D_{\sigma,k} \in \mathbb{R}^{m \times m} \) such that for \( I, J \in [m]^k \),
\[
D_{\sigma,k} = \prod_{a=1}^{k} D_{I_{a},J_{\sigma(a)}}.
\]

Notice that \( D_{\sigma,k} \in \mathbb{R}^{m \times m} \) is a permutation matrix. If \( \sigma \in S_k \) is the identity permutation, then \( D_{\sigma,k} = D \otimes k \), the standard \( k \)-fold Kronecker product. Define \( T^{m,k} = \frac{1}{k!} \sum_{\sigma \in S_k} D_{\sigma,k} \).

With this definition,
\[
R_k(M)_{\phi(I), \phi(J)} = \frac{1}{k!} \sum_{\sigma \in S_k} \prod_{a=1}^{k} M_{I_{a},J_{\sigma(a)}} = \frac{1}{k!} \sum_{\sigma \in S_k} (M \otimes k D_{\sigma,k})_{\phi(I), \phi(J)} = (M \otimes k T^{m,k})_{\phi(I), \phi(J)}.
\]

As a consequence of the above arguments, we can reduce the counting problem over graph covers to a counting problem over the original graph with a different matrix on each edge.

\[
\sum_{G' \in \mathcal{C}_k(G)} \frac{\hom(G', M)}{(k!)^{|E|}} = \hom(G, R_k(M)) = \hom(G, M \otimes k T^{m,k}).
\]

Theorem \([12]\) now implies the following lemma.

**Lemma IV.1.** For every bipartite graph \( G \) and nonnegative matrix \( M \in \mathbb{R}_{\geq 0}^{m \times m} \),
\[
\hom(G, M) = \limsup_{k \to \infty} k^{\frac{1}{2}} \sqrt{\hom(G, M \otimes k T^{m,k})}.
\]

We note that a similar statement can be made for general so-called pairwise graphical models over arbitrary graphs, though we omit the general statement for space.

The “symmetrizing” matrix \( T^{m,k} \) arises in a variety of mathematical applications and has a number of interesting properties that follow from simple algebraic manipulations.

**Lemma IV.2.** For each \( m, k \in \mathbb{Z}_{\geq 0} \),
- \( T^{m,k} \) is symmetric and doubly stochastic
- For any \( k \) vectors \( v_1, \ldots, v_k \in \mathbb{R}^m \),
\[
T^{m,k} \cdot (v_1 \otimes \cdots \otimes v_k) = \frac{1}{k!} \sum_{\sigma \in S_k} v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(k)}.
\]

One approach to using Theorem \([12]\) to show that the Bethe approximation yields a lower bound on \( \hom(G, \cdot) \) would be to show that \( \hom(G, M) \geq \sqrt[k]{\hom(G', M')} \) for any \( k \)-cover \( G' \) of \( G \). While this was the approach taken in previous work, e.g., \([12]\), here we will use Lemma \([IV.1]\) to argue only that the \( k \)-covers yield a lower bound on average. In the following sections, we will prove a few special cases of the conjecture using the characterization of Lemma \([IV.1]\).

### A. Trees and Cycles

As discussed above, the Bethe partition function is exact whenever \( G \) is a tree. This is, essentially, by construction, but it also follows from the observation that any \( k \)-cover of a tree, \( G \), is isomorphic to the disjoint union of \( k \) copies of \( G \), hence \( \hom(G', M) = \hom(G, M)^k \) for any \( k \)-cover \( G' \) of \( G \). As a result, we have that \( \hom_{\text{sym}}(G, M) = \hom(G, M) \) for any tree \( G \). The result for even cycles is also straightforward.

**Theorem IV.3.** For every \( n > 1 \) and every \( M \in \mathbb{R}_{\geq 0}^{n \times n} \), \( \hom(C_{2n}, M) \geq \hom_{\text{B}}(C_{2n}, M) \), where \( C_{2n} \) is the simple cycle on \( 2n \) nodes.

**Proof.** Observe that, for a single cycle, \( \hom(C_{2n}, M) = \text{tr}((MM^T)^n) \). From Lemma \([IV.1]\), it suffices to show that \( \hom(C_{2n}, M \otimes k T^{m,k}) \leq \hom(C_{2n}, M)^k \) for each \( k > 1 \). Consider,

\[
\hom(C_{2n}, M \otimes k T^{m,k}) \overset{(a)}{=} \text{tr}((M \otimes k T^{m,k})^n) \leq \overset{(b)}{\text{tr}} \left( \left( \left( MMT \right)^\otimes k \right)^n \right) \overset{(c)}{=} \text{tr} \left( (MM^T)^n \right)^k = \hom(C_{2n}, M)^k,
\]

where \( (a) \) follows from Lemma \([IV.2]\) \( (b) \) follows from a standard majorization argument on the eigenvalues of positive semidefinite matrices, see H.1.g. Marshall and Olkin \([15]\), and \( (c) \) is a consequence of the observation that \( \hom(G, M \otimes k) = \hom(G, M)^k \) for all graphs \( G \).

### B. Complete Bipartite Graphs

In this section, we show that Conjecture \([III.2]\) is true for the special case in which \( G \) is a complete bipartite graph. The result makes use of majorization inequalities. A vector \( v \in \mathbb{R}^n \) is majorized by a vector \( w \in \mathbb{R}^n \), written \( v \prec w \) if

\[
\sum_{i=1}^{k} v[i] \leq \sum_{i=1}^{k} w[i], \text{ for all } k \in \{1, \ldots, n\}
\]

and

\[
\sum_{i=1}^{n} v[i] = \sum_{i=1}^{n} w[i],
\]

for \( 1 \leq k \leq n \).
Finally, as $v \prec w$ if and only if there exists a doubly stochastic matrix $S$ such that $v = Sw$. The vector $v$ is said to be weakly majorized by $w$, denoted $v \prec_w w$, if only condition (4) holds. Finally, if $f : \mathbb{R} \to \mathbb{R}$ is a convex function, then $v \prec w$ implies that $f(v) \prec_w f(w)$, where $f(v)$ denotes the vector obtained by applying $f$ to each component of $v$ [15].

**Theorem IV.4.** For every complete bipartite graph $K_{a,b}$ and every $M \in \mathbb{R}_{\geq 0}^{m \times m}$, $\text{hom}(K_{a,b}, M) \geq \text{hom}_{\text{cl}}(K_{a,b}, M)$.

**Proof.** The proof considers a reformulation of the counting problem in which the variables in one of the partitions of $K_{a,b} = (A, B, E)$, say $A$, have been summed out. For $N \in \mathbb{R}_{\geq 0}^{m \times m}$,

$$\text{hom}(K_{a,b}, N) = \sum_{x_B \in [m]^b} \sum_{x_A \in [m]^a} \prod_{j \in B} N_{x_i, x_j} = \sum_{x_B \in [m]^b} \prod_{j \in A} \sum_{x_A \in [m]} \prod_{j \in B} N_{x_i, x_j} = \sum_{x_B \in [m]^b} \left( \sum_{y \in [m]} \prod_{j \in B} N_{y, x_j} \right).$$

We can think of the product $\prod_{j \in B} N_{y, x_j}$ as a vector indexed by assignments to the variables $x_B$, i.e., $\prod_{j \in B} N_{y, x_j} = \left( (N_{y,:})^b \right)_{x_B}$, where $N_{y,:}$ denotes the $y^{th}$ row of $N$. Now, consider $\text{hom}(K_{a,b}, M^\otimes k T_m^k)$ for some $k > 1$. Following the above argument and substituting $M^\otimes k T_m^k$ for $N$ yields

$$\sum_{y \in [m]^k} \prod_{j \in B} (M^\otimes k T_m^k)_{y,x_j} = \sum_{y \in [m]^k} \left( (N_{y,:})^b (T_m^k)^\otimes b \right)_{x_B} = \sum_{y \in [m]^k} \left( (Y_{y,:})^b (T_m^k)^\otimes b \right)_{x_B}$$

for each $x_B \in [m]^b$. Since $T_m^k$ is doubly stochastic, so is $(T_m^k)^\otimes k$, and we have

$$\sum_{y \in [m]^k} (M_{y,:})^b (T_m^k)^\otimes b \prec \sum_{y \in [m]^k} (M_{y,:})^b.$$

Finally, as $f(x) = x^a$ is a convex function for all $a > 1$, $x \geq 0$, raising each component of the vectors to the $a^{th}$ power preserves weak majorization.

$$\text{hom}(K_{a,b}, M^\otimes k T_m^k) = \sum_{x_B \in [m]^b} \left( \sum_{y \in [m]^k} (M_{y,:})^b (T_m^k)^\otimes b \right)^a_{x_B} \leq \sum_{x_B \in [m]^b} \left( \sum_{y \in [m]^k} (M_{y,:})^b \right)^a_{x_B} = \text{hom}(K_{a,b}, M^\otimes k),$$

which, in conjunction with Lemma [IV.1] yields the desired result.

Note that a stronger version of Theorem [IV.4] form the case in which $M$ is an adjacency matrix was proven by Galvín and Tetali [16]. In particular, their results imply that $\text{hom}(G', M^H) \leq \text{hom}(K_{a,b}, M^H)^{k}$ for any $k$-cover $G'$ of $K_{a,b}$ and any graph $H$ with adjacency matrix $M^H$. The above proof argues the result for the $k$-covers on average but is somewhat simpler than that of [16]. Also note that the proof of Theorems [IV.3] and [IV.4] could be generalized to show that the results hold under multiplication by any doubly stochastic matrix, e.g., $\text{hom}(K_{a,b}, M) \geq \text{hom}(K_{a,b}, MS)$ for any doubly stochastic matrix $S$. While this is true for $K_{a,b}$ and $C_{2n}$, it is not true for any arbitrary bipartite graph and an arbitrary doubly stochastic matrix.
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