Problem 4.1.1 Solution

(a) The probability P[X < 2, ¥ < 3] can be found be evaluating the joint CDF Fy y(x. V) at

x =2 and y = 3. This yields

PIX<=2.Y<3]=Fxr2.3)=(1—-e )1 -

(b) To find the marginal CDF of X, Fy(x), we simply evaluate the joint CDF at y = oC.

l—e™ x=0
Fy(x)=Fxy(x,00) = { 0 otherwise

(c) Likewise for the marginal CDF of ¥, we evaluate the joint CDF at X = 00.

1—e™? y=0

Fr(v)= Fyy(00,v) = .
r (¥) xy (00, 7) {O otherwise

(1)

(2)

3)



Problem 4.2.1 Solution
In this problem, it is helpful to label points with nonzero probability on the X, ¥ plane:

(a) We must choose ¢ so the PMF sums to one:

Y3 Prryy=c Y x Y y=cll(+3)+2(1+3)+4(1+3)] =28 (1)

x=1,24y=1,3 x=1,24 =173
Thus ¢ = 1/28.

(b) The event {¥ = X} has probability

_HO+21)+41+3) 18

PI[Y <X]= ) > Prrix,y) = =— ()
: 28 28
x=1,24 y=x
(c) The event {¥ = X} has probability
13)+2(3)+4(0) 9
P[Y > X] = Z ZP_”fx.y)= =— (3)
- 28 28
x=124y>x
(d) There are two ways to solve this part. The direct way 1s to calculate
1(1) + 2(0) 1
PIY=X]= ) ) Prr(ry)=——=5% )

¥=1,2,4 y=x
The indirect way is to use the previous results and the observation that

P[¥ =X]=1- P[¥Y < X]— P[¥Y > X]= (1 — 18/28 — 9/28) = 1/28 (5)

(&)

(D) + 23+ &3y 21 3
P[r=3]= ) Pry(x,3)= = -==3 (6)
x=12,4 -




Problem 4.2.2 Solution
On the X T plane, the joint PMF 1s

¥
Prylx,y)
o 1 & .30
el '20 x
3 1 2
P [ &

(a) To find ¢, we sum the PMF over all possible values of X" and ¥. We choose ¢ so the sum

equals one.

ZZPX,F(X.}-‘)= Z Z clx + y| = 6c+ 2c + 6c = 14¢
X ¥ r=

2,02 y=—1,0,1
Thusc = 1/14.
(L)
P[Y = X] = Pyy(0.—1)+ Pyy(2. —1)+ Pyy(2,0) + Pry(2. 1)
=c+c+2+3c=Tc=1/2

(c)

P[Y = X]= Pyy(—2.-1)+ Pry(—2,0) + Pyy(—2.1) + Py, y(0, 1)
=3c+2c+c+c=Tc=1/2

(d) From the sketch of Py y(x, y) given above, P[X = ¥]=0.

(®)

(1

@

3)

)
&)

P[X < 1] = Pyy(—2,—1) + Pry(—2,0) + Pyy(—2,1) + Pyy(0, —1) 4+ Py y(0, 1)

— 8c = 8/14

(6)
Q)



Problem 4.2.6 Solution

As the problem statement indicates, ¥ = v = n if and only 1f
A: the first y tests are acceptable, and
B: test y 4+ 1 is a rejection.

Thus P[Y = y] = P[4B]. Note that ¥ = X since the number of acceptable tests before the first
failure cannot exceed the number of acceptable circuits. Moreover, given the occurrence of 4B, the
event X’ = x < n occurs if and only if there are x — y acceptable circuits in the remaining n — y — 1
tests. Since events 4, B and C depend on disjoint sets of tests, they are independent events. Thus,
for0=y=x =n,

Pry(x,y)=P[X=x.Y =y] (1)
= P[ABC] (2)
= P[4] P[B] P [C] (3)
_ n—y—1 , _ _
=p 1-p (” . . Y )p""{l — pyriTise )
P[4] P[B] -
P[]
n—y—1y\ ., Y
=( 2 )pu » (5)

Note that the remaining case, ¥ = x = » occurs when all n tests are acceptable and thus Py y(n.n) =
L]

P



Problem 4.3.2 Solution
On the X, ¥ plane, the joint PMF 1s

¥V
Py y(x.y)
o 14 .3(
- ! igr *
¥° o o
The PMF sums to one when ¢ = 1,/14.
(a) The marginal PMFs of X and ¥ are
6/14
Py(x)= > Pyy(x,y)=1 2/14
y=—1,0,1 0
5/14
Pr(p)= Y  Prrlx,y)=1{ 4/14
x==-2,0,2 0

(b) The expected values of X" and ¥ are

x=-=-2,2
x=40
otherwise
y=-11
y=20
otherwise

E[X]= Y xPr(x)=-2(6/14)+2(6/14) = 0

x=-2,0,2

E[f]= > yPr(y)=—1(5/14) +1(5/14) = 0

y=—1,0,1

(c) Since X and ¥ both have zero mean, the variances are

Var[X] = E[X] = ) x*Py(x) = (—2)"(6/14) + 2°(6/14) = 24/7

x=-2,02

Var[F]= E[F]= ) »Pr(y) = (=1)(5/14) + 1(5/14) = 5/7

y=—10,1

The standard deviations are oy = /2477 and oy = /57 7.
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Problem 4.4.1 Solution

(a) The joint PDF of X and ¥ 1s
Y

!

Y+x=1
c x+y=1lx,y=0
Jry(x,y) = { 0 otherwise &)
X
To find the constant ¢ we integrate over the region shown. This gives
1 pl-x .
cx ¢
ff cdydi =cx ——| ===1 (2)
o Jo 2100 2
Therefore ¢ = 2.
(b) To find the P[X" < F] we look to integrate over the area indicated by the graph
Y
1Y xsvy 12 plox
Y=y rasn= [ [ ayax @)
0 x
1,2
=f (2 —4x)dx (4
- X 0
=1/2 (%)

(c) The probability P[X + ¥ = 1/2] can be seen in the figure. Here we can set up the following

mntegrals
Y

Y+Xx=1

12 1/2—x
PIX+ Y =1/2] = f f 2dydx (6)
0 Q

1.2

=f (1 —2x)dx (7
0

= 1/2—-1/4=1/4 (8)




Problem 4.5.4 Solution
The joint PDF of X and ¥ and the region of nonzero probability are

¥
: sx2 -1 1,0 2
]2 —1=x=1,0=y<x?
Jrr () = { 0 otherwise (0
— — A
-1 T ) ) _ o
We can find the appropriate marginal PDFs by integrating the joint PDF.
(a) The marginal PDF of X is
< 5x2 stz —1=x<1
- — - dv = ! -0 = 7
Jx(x) ﬁ 2 Y { 0 otherwise (2)
(b) Note that fy(y)=0fory=lory = 0. For0 =y =1,
H o0
1 friy) = f fry(x,y)dx (3)
—0a
~JF 5,2 1 5,2
v - f —dx+ [ Zax (4)
+— L= T " A -1 2 Vi
-1 Ay vp o = 5(1 — J"jﬁ]f?’ (5)
The complete expression for the marginal CDF of ¥ is
] sa=y"H o=y =1
o) = { 0 otherwise ©)



Problem 4.6.1 Solution
In this problem, it is helpful to label points X, ¥ with nonzero probability along with the corre-
sponding values of 7 = X — ¥. From the statement of Problem 4.6.1, we have

}:
Pry(x,y)
4
W=—2 W=-1 -
328 6,28 Eﬁh
3 [ ] * ]
2 -
=0 W=l W=3
128 2,28 4,28
1 4 » . [
0 T T T T T 'T
0 1 2 3 4

(a) To find the PMF of W, we simply add the probabilities associated with each possible value of
W

Py(=2) = Pyy(1,3) = 3/28 Py(—1) = Py y(2,3) = 6/28
Py(0) = Pyy(1,1) = 1/28 Py(1) = Pyy(2,1) + Py y(4,3) = 14/28
Py(3) = Pyy(4.1) = 4/2

For all other values of w, Py(w) = 0.
(b) The expected value of W 1s
E[W] =) wPr(w)=—2(3/28) + —1(6/28) + 0(1/28) 4 1(14/28) + 3(4/28) = 1/2
) (1)
(c)
P[W = 0] = Py(l) + Pr(3) = 18/28 (2)



Problem 4.6.10 Solution

The position of the mobile phone 1s equally likely to be anywhere in the area of a cirele with radius
16 km. Let X and ¥ denote the position of the mobile. Since we are given that the cell has a radius
of 4 km, we will measure X and ¥ in kilometers. Assuming the base station is at the origin of the
X, Y plane, the joint PDF of X and T 1s

1 3 3
) o) m x*+y- =16
frrte,y) = { 0 otherwise (1)

Since the radial distance of the mobile from the base station is R = /X2 + ¥~, the CDF of R is
Fp(r) = P[R=r]=P[X'+7 =r] (2)

By changing to polar coordinates, we see that for 0 < < 4 km,

I r ¥
r N LY
FM?}:[ [ —dr'dt’' =r-/16 (3)
i i 16
So
0 r=20
FrRr)=1{ r’/16 0=r <4 (4)
1 r =4

Then by taking the derivatrve with respect to » we arrive at the PDF

FE 0=r =4

Jr(r) = { 0 otherwise (5)



Problem 4.7.8 Solution
The joint PDF of X and ¥ is

Sry(x,y) = { 0

otherwise

Before calculating moments, we first find the marginal PDFsof XY and ¥. For0 < x = 1,

oe 2y ' xy - 2x + 2
f.a'”):f Sfrr(x. y)dy =f - dy=2+2| = il
—0 0 3 6 =l 3-
For0 <y =<2
20 1 . 2 =l 4
X ¥ X xy 2y +1
() = i, ylde = | (=m+=)dyx = —+ — ==
fr(y) f_mf.k.l(.} f03+3 '5+3x=o z
Complete expressions for the marginal PDFs are
D4l gy o= B T
]l = Y=+= (V) = 6 )
Jr G = { 0 otherwise fry) = { 0 otherwise
(a) The expected value of X 1s
0 L oox+2 23 22N s
E[X]:f .'a'f,g-(x}d.r:[ R S L R
—o 0 9 3y 9
The second moment of X 1s
, © 1 2x 42 a3t 7
E[X‘]:[ x‘f,ﬂx}dr:f x- s dx:i Z =L
e 0 3 6 9, 18

x+y)/3 0=x=10=y=2

The variance of X is Var[X] = E[X’] — (E[X])* = 7/18 — (5/9)° = 13/162.

(b) The expected value of ¥ is

e 2y 41
E[Y]=f yfy f_v}dJ-'=fD = - dy ==
—o0

6

The second moment of ¥ 15

2 * 2 2 241
- 0

oo

The variance of ¥ is Var[¥] = E[F?] — (E[¥])? = 23/81.

3 32
yo ¥
12" 9|,

3 v

y Ly

18 12

11

(1

2
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4
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(c) The correlation of X and ¥ is

E[XT] = ff xVfryix, y)dxdy

1 2 :
B [ f (L) dy
o Jo 3
1 .22 3 y=1
X7y Xy
= (—— o — ydx
fﬂ 6 9 v=>0
fl{zx2 B 253 N b 2
—] — — X = — — .
s 3 9 ) 9 |, 3

The covariance 1s Cov[.X, ¥] = E[XTY] — E[X]E[Y] = —1/81.
(d) The expected value of X and ¥ 1s
E[X+F]=E[X]+E[F]=5/9411/9 = 16/9

{e) By Theorem 4.15,

13 23

Var[XY + ¥] =Var[X] 4+ Var[F]+ 2Cov[X, F] = — + — =

162 81

©)
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Problem 4.8.3 Solution
Given the event 4 = {X¥ + ¥ < 1}, we wish to find fy y4(x, ). First we find

1 pl—x
A= f f 6~ dydx =1 -3¢ + 2673 (1)
o Jo

So then
Ge—(2r+3x) .
ToemT Y+ty=lLx=0y=0
i xX. ')= 1-3eg7°42¢ - )
Srralx.y l ; A @)



Problem 4.9.13 Solution
The key to solving this problem is to find the joint PMF of M and N. Note that N = M Forn = m,
the joint event {M = m. N = n} has probability

begindmath0 3cm) n:aThl e 1
PIM=m,N=n]=Pldd---dvdd---dv] (1)
=1 —p™'pl—p)" ™ p 2)
=(1—p)p’ (3)

A complete expression for the joint PMF of M and N is

) _ (l—p)"_jpz m=12,....n—1;n=m+1,m+2,...
Py,x (m, n) = { 0 otherwise )
Forn = 2. 3, ..., the marginal PMF of N satisfies
n—1
Py(my=) (1—p)7p’ =(n =1l - p)"~p (5)
m=1
Similarly, form = 1, 2, ..., the marginal PMF of M satisfies
o0
Py(m)= Y (1—p)"2p’ (6)
n=m-+1
=pla—p" "+ =-p" + ] @
=a-p"'p (8)
The complete expressions for the margmal PMF’s are
Ja=-p"lp m=12,..
Palm) = { 0 otherwise 2
=D -p"pt n=2.3....
Pyln) = { 0 otherwise (10)

Not surprisingly, if we view each voice call as a successful Bernoulli trial, M has a geometric PMF
since it 1s the number of trials up to and mcluding the first success. Also, N has a Pascal PMF since
it is the number of trials required to see 2 successes. The conditional PMF’s are now easy to find.

(11)

Py wim. 1) — pyr—m-1 = 2,...
Pypg(nlm) = —M"\{ = { (1 -p pon=m+lmt

Pyr(m) 0 otherwise
The interpretation of the conditional PMF of N given M is that given M = m, N = m + N where
N has a geometric PMF with mean 1/p. The conditional PMF of M given NV is

(12)

Py wim, n) 1/n—1) m=1...., n—1
Py(mln) = —"— =1 "'

Py(n) 0 otherwise

Given that call v = »n was the second voice call, the first voice call 15 equally likely to occur in any
of the previous n — 1 calls.



